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Abstract. The purpose of this Wizard-of-Oz study was to explore the intuitive
verbal and non-verbal goal-directed behavior of naïve participants in an intel-
ligent robotics apartment. Participants had to complete seven mundane tasks, for
instance, they were asked to turn on the light. Participants were explicitly
instructed to consider nonstandard ways of completing the respective tasks.
A multi-method approach revealed that most participants favored speech and
interfaces like switches and screens to communicate with the intelligent robotics
apartment. However, they required instructions to use the interfaces in order to
perceive them as competent targets for human-machine interaction. Hence, first
important steps were taken to investigate how to design an intelligent robotics
apartment in a user-centered and user-friendly manner.
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1 Introduction

According to Isaac Asimov, “Today’s science fiction is tomorrow’s science fact.” [1].
In order to transform science fiction into science fact, we have to shed more light on
determinants of positive user experience and successful interactions with novel tech-
nological systems. In the current study, we therefore explored naïve users’ interactions
with and within a smart home environment that included an assistive robot.

Smart homes are living environments equipped with information technology to
assist users in mundane tasks. The smart home stores information about the occupants’
needs and habits and utilizes this information to improve the users’ comfort, security,
and entertainment by connecting the smart home’s technology to the world beyond
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[2, 3]. Different smart home solutions with a diverse range of sensors, actuators, and
biomedical monitors are already on the market. Individual components can even be
controlled via smartphone or computer [2, 3]. For instance, users can check if the oven
is turned off when they are not at home. Clearly, a smart environment can be advan-
tageous in many ways. For instance, by monitoring elderly and people with disabilities
and by providing assistance to them [3]. Thus, much research has focused on the
interaction between these users and ambient intelligence including robots [4]. How-
ever, to date, usability research has rather focused on people’s interaction with single
systems [5]. Other studies have researched technical parameters of smart environments,
e.g., sensor data [6] and activity recognition [7]. It is of major importance to provide
interfaces according to people’s habits and intentions [3]. This enhances the usability
and in return the acceptance of such technical devices [8]. Therefore, we have to further
explore how people intuitively behave in an intelligent environment.

In the present study, we investigated how naïve users address the cognitive service
robotics apartment (CSRA) located at the Cluster of Excellence Cognitive Interaction
Technology (CITEC) at Bielefeld University. The smart apartment consists of a
kitchen, a living-room, a private gym, and a bathroom. It is complemented by a Meka
robot, a bi-manual mobile robot [9] that provides additional assistance. The apartment
is equipped with video and audio recording. Additionally, it contains a large amount of
sensors to record the user’s interaction with the apartment’s components and the robot.

1.1 Research Aims

To turn science fiction into science fact, we need to create intuitive, acceptable, and
efficient technical systems [2, 8]. To do so, we have to explore how people actually
interact with innovation technology upon a first encounter. In the present study, we
therefore aimed to shed light on the following research aims: To identify which
interfaces people prefer or intuitively address when attempting to complete a given task
and to assess how people evaluate the interaction with the robot and the apartment. This
leads to related issues, e.g., whether people perceive the apartment and the robot as
autonomous entities or whether the system is addressed by name, indicating anthro-
pomorphization. We also wanted to find out more about users’ preferences regarding
control of the smart environment. Language and gestures are important in interpersonal
interaction; thus, verbal and nonverbal communication have an impact on human-
machine interaction [10]. Accordingly, the last two research aims considered verbal
interaction between the user and the intelligent environment. We investigated if people
continue to verbally address their environment after having done so previously.
Moreover, we aimed to study if people likewise would address the robot verbally in
case it had responded to them in this way. To explore these issues, we conducted an
empirical field study to gather a wide range of both qualitative and quantitative data.
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2 Method

2.1 Participants

63 participants from Bielefeld University took part in this study. 16 had to be excluded
from data analysis due to technical problems or because they did not understand the
instructions. All remaining participants (n = 47; 25 women, 22 men; Mage = 25.26,
SDage = 5.69, age range: 18–50 years) were unfamiliar with the CSRA.

2.2 Procedure

To explore users’ intuitive and unbiased behavior in a realistic setup, participants were
invited to the CSRA. First, participants gave consent to have their personalized audio
and video data recorded. Upon entering the CSRA, the experimenter briefly introduced
the apartment, the robot, and the person who had to stay in the apartment during the
study for safety reasons (safety person). Participants received cards describing seven
mundane tasks which had to be solved in a specific order and as intuitively as possible
within the home context. Hence, presumably familiar tasks were chosen which could
be solved with each of the given devices. For instance, they had to turn on the light in
the hallway (see Table 1 for a full list of tasks). No further information was given about
the existing interfaces of the apartment and how they could be operated. To encourage
participants’ interaction with the intelligent environment, they were told not to use light
switches. To reinforce this, all light switches were shut off and no radio or amplifier
was available. Furthermore, participants were told not to use their own mobile phones
or watches. Additionally, the final task had to be solved without using speech.
According to the Wizard-of-Oz setup [11], an experimenter observed participants’
attempts from a control room next to the apartment. When detecting a goal-directed
action, the experimenter triggered the responses of the system as if the environment
was executing the commands autonomously. In advance, only obvious goal-directed
actions intending to solve the given task were defined as valid attempts, e.g., a gesture
toward the light was interpreted as a signal to switch it on or off. After completing the
tasks, participants were asked to complete a questionnaire which took about 10 min.

Table 1. Seven mundane tasks to be completed in a fixed order.

No. Order 1 Order 2

1 Turn on the light in the hallway Turn on the light in the hallway
2 Turn off the light again Turn off the light again
3 Listen to music Listen to music
4 Find out if mail has been delivered Find out if there was a phone call
5 Find out if there was a phone call Find out the current time
6 Find out the current time Find out if mail has been delivered
7 Alter the brightness of a floor lamp Alter the brightness of a floor lamp
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Finally, participants were debriefed and reimbursed with €6 or credits for participation.
Furthermore, they had the opportunity to ask questions about the study.

2.3 Materials

Tasks. Since it was very likely that participants would use spoken language to ask for
the mail delivery, the order of tasks was counterbalanced and randomly assigned to
participants (Table 1). Moreover, in half of the trials, the robot, the apartment and its
features responded using speech when addressed via spoken language. When
responding without using speech, the robot and the apartment referred to screens
providing text-based information (e.g., indicating the current time).

Questionnaire Data. The questionnaire captured participants’ experiences during the
interaction with the intelligent environment. Two forced-choice items served to assess
which interface participants used most frequently and with which interface they
communicated most favorably. Therefore, participants indicated either: ‘the robot’, ‘the
apartment’, ‘both equally’, ‘none of the two’, or ‘I don’t know’. Moreover, we explored
the overall evaluation of the robot and the apartment: how pleasant participants felt
during the interaction with the apartment/the robot. We inquired whether participants
perceived the robot/the apartment as an autonomous entity. Furthermore, we examined
whether participants would have liked to call the robot/the apartment by name. Finally,
participants had to indicate whether they had experienced difficulties to solve the given
tasks and whether they had felt observed by the safety person. Participants responded to
the latter items using a 7-point Likert scale, with high ratings reflecting high
endorsement of the measured construct.

Video and Audio Data Analysis. 31 videos had been recorded from three different
angles that covered each interactive location of the apartment. In the remaining
recordings, a fourth camera was used to provide an additional overview (Fig. 1).
Besides video and audio material from the kitchen, hallway, and living room, the whole
system data were available in separate channels with timing information for each event.
System data were temporally aligned with the videos and accessible as annotations
[12]. For instance, the Wizard’s actions were recorded to identify what the experi-
menter considered a suitable task solution. More importantly, besides automatically
gathered data, the video and audio material was annotated manually to classify par-
ticipants’ behavior during the interaction with the CSRA. In a further step, these
annotations allowed statistical data analysis. Annotations were done with EUDICO
Linguistic Annotator (ELAN) [13, 14]. Recordings were annotated by two raters who
created the classification system for participants’ behavior. To validate the classifica-
tion system and to check for consistency between raters, eight videos were annotated
by both raters. Inter-rater reliabilities reveal high agreements. Annotation tiers and the
respective inter-rater reliabilities are listed in Table 2. Figure 1 gives an overview of
the experimental setup.
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Fig. 1. Four camera perspectives showing the experimental setup including the robot (above left
and bottom right camera perspective).

Table 2. Audio and video annotations that depict and classify participants’ behavior with
inter-rater reliabilities (Cohen’s kappa) according to each annotation tier.

Annotation tier Description

Course of study Description of single sections of the study depending on the participants’
progress and behavior, e.g., if a task was solved successfully or not
(κ = 1.00, p < .001)

Method Participants’ method to approach a task e.g., speech, gesture,
conventional approach (e.g., using switches), or a combination of
multiple methods (κ = 1.00, p < .001)

Focus of
attention

Target addressed by the participants before solving a task, e.g., robot,
apartment, screens, self-reference, unspecific (unclear addressee)
(κ = .69, p < .001)

Final addressee What participants addressed to solve the task successfully (same options
as focus of attention) (κ = .76, p < .001)

Language –

address
Description, if participants gave a name to address a target or not
(κ = .65, p < .001)

Language –

politeness
Indication, if participants addressed a target politely or neutrally
(κ = .66, p < .001)

Language –

structure
Indication, if participants used concrete questions, phrases or single
words (κ = .79, p < .001)

Language –

intention
Participants’ intention to address an interface, e.g., to greet or to interact
with a target (κ = .87, p < .001)

Emotional
expression

Type of emotion expressed by participants (only if an emotion was
particularly apparent, e.g., happiness, fear. Therefore, inter-rater
reliability could not be considered)
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3 Results

ELAN-annotations documented and classified participants’ behavior during the inter-
action with the intelligent environment. Based on these annotations, we focused on
absolute and relative frequencies to analyze which interface participants addressed and
which approach they used to complete each task. Questionnaire and video data were
analyzed by computing t-tests, Chi-squares, and absolute and relative frequencies (%).
To compare participants’ behavior during the study to their responses to the ques-
tionnaire, both results will be reported to establish convergent validity.

3.1 Participants’ Addressees and Methods

Table 3 focusses on the first research aim regarding which interfaces participants would
intuitively and most frequently address. Whenever the task referred to a physical
interface (e.g., control the light in the hall way), most participants addressed this entity
directly. Compared to the apartment, the robot was addressed more frequently

Table 3. Interfaces used per task.

Task Interface Absolute
frequency

Relative
frequency

Switch on the light light in the hallway 26 55.3
screen 8 17
unspecific 7 14.9
robot 5 10.6
switch 1 2.1

Switch off the light light in the hallway 25 53.2
sliding-door 6 12.8
robot 5 10.6
unspecific 4 8.5
screen 3 6.4
general switch 2 4.3
self-reference 1 2.1
apartment 1 2.1

Play music unspecific 24 51.1
robot 6 12.8
screen 6 12.8
speaker 5 10.6
not solved 1 2.1
self-reference 1 2.1
general switch 1 2.1
unclear, if addressed sth 1 2.1
apartment 1 2.1
electronic switch 1 2.1

(Continued)
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regardless of the task, but the addressee often remained unspecific. That means it was
obvious that participants addressed an interface within the apartment, but it was unclear
which one. To investigate this finding, we considered additional questionnaire data.
According to participants’ statements, absolute and relative frequencies reveal that they
addressed the apartment most frequently (χ2 (3, N = 47) = 14.00, p = .003) and by
tendency most favorably (χ2 (4, N = 47) = 7.79, p = .10) compared to the robot

Table 3. (Continued)

Task Interface Absolute
frequency

Relative
frequency

Ask for a delivery unspecific 17 36.2
robot 14 29.8
screen 12 25.5
self-reference 2 4.3
fitment 2 4.3

Ask for a phone call unspecific 25 53.2
robot 14 29.8
screen 5 10.6
not solved 2 4.3
self-reference 1 2.1

Ask for the current time unspecific 16 34
screen 14 29.8
robot 13 27.7
self-reference 2 4.3
fitment 1 2.1
apartment 1 2.1

Alter the brightness of a
floor lamp

floor lamp 41 87.2
screen 4 8.5
robot 1 2.1
general switch 1 2.1

Table 4. Comparison between the interaction with the robot and the apartment.

Most frequently addressed Most favorably addressed
Absolute
frequencies

Relative
frequencies

Absolute
frequencies

Relative
frequencies

Apartment 17 36.2 21 45.7
Robot 7 14.9 8 17.4
Both equally 7 14.9 4 8.7
None 8 17 13 28.3
Do not know 8 17 0 0
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(Table 4). With regard to the second research aim, it turned out that people assessed the
interaction with the apartment as more pleasant compared to the interaction with the
robot (Mapartment = 5.61, SDapartment = 1.56, Mrobot = 4.48, SDrobot = 1.75, t(45) =
4.92, p < .001, d = 0.68).

Table 5. Absolute and relative frequencies of task completion approaches.

Task Method Absolute
frequencies

Relative
frequencies

Turn on the light Speech 26 55.3
Gesture 10 21.3
Touch 8 17
Locomotion 1 2.1
Search behavior 1 2.1
Combination of methods 1 2.1

Turn off the light Speech 31 66
Touch 7 14.9
Gesture 6 12.8
Combination of methods 2 4.3
Search behavior 1 2.1

Play music Speech 38 80.9
Touch 6 12.8
Gesture 2 4.3
Not solved 1 2.1

Ask for a delivery Speech 40 87
Touch 2 4.3
Conservative methods 2 4.3
Gesture 1 2.2
Search behavior 1 2.2

Ask for a phone call Speech 40 85.1
Touch 3 6.4
Not solved 2 4.3
Gesture 1 2.1
Search behavior 1 2.1

Ask for the current time Speech 40 87
Gesture 3 6.5
Touch 2 4.3
Search behavior 1 2.2

Alter the brightness of a
floor lamp

Touch 22 46.8
Gesture 21 44.7
Speech 2 4.3
Conservative methods 1 2.1
Combination of methods 1 2.1
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Since the apartment and the robot were programmed to reply according to a given
task (e.g., to say or to indicate that there was a phone call), we investigated if par-
ticipants perceived them as an autonomous entity. The survey data revealed that par-
ticipants neither perceived the robot, nor the apartment as an autonomous entity
(Mapartment = 2.66, SDapartment = 1.79, Mrobot = 2.85, SDrobot = 1.60, t(46) = −.62,
p = .535, d = 0.11). This leads to the investigation, whether participants would have
liked to address the robot/the apartment by name. In the initial instructions, neither the
apartment, nor the robot had been introduced to the participants. Survey responses
showed that participants would have rather addressed the robot by name than the
apartment (Mrobot = 5.09, SDrobot = 2.00, Mapartment = 3.40, SDapartment = 2.37,
t(46) = −5.50, p < .001, d = 0.71). Comparing this finding to the video data, we found
that only three out of 47 participants named an entity to address it, e.g., “Could you
help me, robot?” In these interactions, the robot was four times addressed particularly,
the hallway light and the apartment were each addressed twice.

To explore which method participants used to solve a given task, absolute and
relative frequencies were computed (Table 5). Each task was most frequently solved by
verbal interaction with the environment, except when participants were explicitly told
not to use speech to alter the brightness of the floor lamp. In the latter case, most
participants used gestures or touched the lamp. 41 of the 47 participants used speech to
control their environment, regardless of the task order and the environmental feedback
(verbal vs. non-verbal). Moreover, all those who used speech once, continued to
interact verbally with their environment. These findings are conform to participants’
statements from the questionnaires. When asked which interface they would mainly use
in an intelligent apartment, most participants stated they would use speech (28 par-
ticipants, 73.3 %) followed by tablet/laptop interfaces (8 participants, 21.1 %), and the
robot (2 participants, 5.3 %). None of the participants chose to mainly use gestures and
facial expressions to control the intelligent environment.

According to our last research aim, most of those who had interacted with the robot
once, continued to interact with it instead of trying another interface. Remarkably, only
15 (10 women, 5 men) participants used the robot to solve a given task. Although all of
those had successfully completed the task, two did not continue their interaction with it.
Finally, participants indicated that they had no difficulty to solve the given tasks
(M = 2.74, SD = 1.34), but felt markedly observed by the safety person (M = 4.49,
SD = 1.98).

4 Discussion

The current research highlights the importance of user-centered studies in the devel-
opment process of smart homes. Naïve users had to fulfill seven mundane tasks in an
intelligent apartment. Participants were instructed to behave intuitively and without
using conventional approaches (e.g., light switches). They were not explicitly intro-
duced to the interfaces of this environment. Audio and video data recording partici-
pants’ interaction were supplemented by qualitative questionnaire data which assessed
participants’ evaluations of the interaction with the environment. Recordings showed
that regardless of the task order or whether the system gave verbal or non-verbal
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feedback, participants preferred physical interfaces whenever the task allowed to (e.g.,
to control the light in the hallway). Only a minority of participants addressed the robot.
Although regardless of the task, the robot was addressed more frequently than the
apartment. However, it was often unclear which interface was addressed. Questionnaire
data might shed light on these findings. In these, participants stated to have addressed
the apartment more frequently and preferentially than the robot. Maybe they were not
aware to have interacted with the apartment as an autonomous interface, until the
questionnaire pointed to it as such. In line with this, only two participants referred to
the apartment particularly. Additionally, the questionnaires revealed that participants
would have preferred to call the robot by name compared to the apartment. Interest-
ingly, the interaction with the apartment was perceived as more pleasant compared to
the robot. Thus, participants might have addressed both devices more frequently and
namely, if they would have been introduced in particular. Regardless of the task order
or feedback, most participants used speech to control the smart home environment.
Except when they were explicitly told not to use speech to alter the brightness of the
floor lamp, most participants used gestures or touches. Those who verbally interacted
with the environment once, continued to do so. Similarly, most participants who
interacted with the robot once, continued to address it. Some addressed it just to try if it
responds. Since it only responded to an appropriate task solution, participants might not
have considered it as a competent addressee as it did not signal attention to the par-
ticipant [15]. After the study, many participants voiced regret that they had not inter-
acted with the robot or the apartment, whereas during the study, this did not seem like
an option to them. Others explained they were afraid of the robot because of the
presence of a safety person. Moreover, they were afraid the robot could move towards
them unexpectedly. Participants did not indicate difficulties to solve the given tasks, but
some stated they did not dare to try some methods because they felt observed by the
safety person.

Summing up, this research makes an important contribution to the existing literature
on ambient intelligence by providing empirical evidence based on a multi-method
approach to validate the developments within CSRA by means of a user-centered
approach [8]. The present study shows that naïve users are able to find innovative and
reasonable methods to interact with the intelligent apartment. Nonetheless, information
regarding the smart home’s interfaces should be provided in order to perceive the
apartment and its equipment as ‘smart’ interfaces. This might help to overcome people’s
safety concerns, particularly when interacting with the robot. Hence, personalizing the
robot through introducing it namely could remedy this issue. Further, providing infor-
mation about the environments’ interfaces might enhance people’s trust in this tech-
nology and therefore enhance their motivation to interact with it [8]. The current
findings make clear that to enable a smooth communication with smart environments,
interaction patterns should resemble interpersonal interaction (e.g., including speech and
gestures). At the same time, conventional interfaces should remain available. Thus, we
recommend to combine intuitively controllable interfaces with conventional and directly
addressable ones. Further work is needed to identify the most optimal way of intro-
ducing and designing the various interfaces. For the time being, this research provides
important answers how to design intelligent robotics apartment. Therefore, it makes an
important contribution to transform science fiction into a science fact.
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